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Abstract

Mobile agents o�er unique opportunities for struc-
turing and implementing distributed communica-
tion systems. With their special ability to operate
autonomously and disconnected they are identi�ed
to suit mobile environments well. Standardisation
bodies like the Object Management Group (OMG)
and the Foundation for Intelligent Physical Agents
(FIPA) have addressed agent management in gen-
eral, but unfortunately implementation details are
lacking. Not discussed at all is the management and
control of mobile agents within an intelligent commu-
nication system supporting both nomadic users and
mobile devices. This paper de�nes 14 requirements
for building agent-based systems in a mobile envi-
ronment taking into account terminal mobility and
personal mobility.
Keywords: Mobile agents, disconnected operations,
terminal mobility, personal mobility.

1 Introduction

The current telecommunication market is shifting
from providing basic teleservices towards the use of
value added services through multiple heterogenous
communication networks. Competition and deregu-
lation cause a growing demand of operators and ser-
vice providers to increase their service portfolio to
gather additional revenue. This may be achieved by

di�erentiating and enlarging the o�er of personalised
end-user services. However, as information technol-
ogy (IT) and telecom platforms converge, operators
and service providers need to plan their networks to
adapt to these new services. Flexibility and respon-
siveness have to be built into the network and this is
an area where service solutions are a great help.

Agent Technology [WJ95], especially Mobile Agent
Technology (MAT), is often seen as an enabler for
future communication concepts [HGF98] and might
pave the ground for exible environments, where
known and trusted agents serving real user demands.
Hence, network and service provider are investigat-
ing scalable agent-based communication concepts in
depth in order to o�er their customer adaptable envi-
ronments allowing nomadic communication, because
MAT is advantageous when it comes to transporting
or processing data. The transport of an agent instead
of the transport of the data which are to be processed
can lead to less network load and less costs for oper-
ators as well as customers. Furthermore, agents are
best suited for future packet-switched telecommuni-
cation networks such as GPRS and UMTS [HEG+99].

A mobile agent is a program roaming the network
under its own control on behalf of its owner. It can
migrate from host to host and interact with other
agents and resources on each host. The agent should
be able to execute on any machine within a network,
regardless of the processor type or operating system.
The agent system itself should not have to be in-



stalled on each machine the agent could possibly visit,
which means that an agent system should be imple-
mented on top of a mobile code system (example:
Java Virtual Machine).
A mobile agent operates independently of the ap-

plication from which the agent was invoked. The
agent operates asynchronously, meaning that the
client application does not need to wait for the re-
sults. In particular this is important for users who
could not always be reached by the network. Remote
programming allows a user to delegate a task to an
agent. The communication device must be connected
to the network only long enough to send the mobile
agent on its way and, later, to take it home. It does
not need to be connected while the agent carries out
its assignment.

The remainder of this paper is organised as follows:
in the next section we introduce an service scenario
model which is the basis for our requirement analysis
in sections 3, 4, and 5 . In section 6 we summarise our
results and give a brief outlook of our future work.

2 Agent System Model

The agent system model investigated in this paper
complies with the OMG's MASIF speci�cation
[OMG98] and enhances it to model disconnected
operations. MASIF speci�es:

An agent system is a platform that can create,
interpret, execute, transfer and terminate agents.

Each agent system has access to communication
infrastructure, e.g. for agent transfer. The MASIF
speci�cation does not distinguish between wired
and wireless communication infrastructure since the
MASIF speci�cation focuses on agent system inter-
operability. But with our application model we want
to utilise the major advantage of mobile agents with
respect to mobile networks which is disconnected op-
erations [CHK94]. Now, considering an infrastruc-
ture consisting of a wired core/backbone network and
a wireless access network we must distinguish be-
tween agent systems which are connected to the agent
system world by a wireless link and those which are

connected by wired links. The presence of agent sys-
tems which are connected to the agent world by a
wireless communication infrastructure has a severe
impact on agent system fault tolerance since these
systems are prone to frequent disconnections.

2.1 Application model

Apart from the distinction between wired and wire-
less connected agent systems we distinguish also be-
tween agent systems which are rarely being shut
down and those which frequently shut down. Sys-
tems which are rarely shut down include those agent
systems which are, for example, maintained by com-
mercial service providers or commercial users. We
suppose that these agent systems are connected by
wired links and being only down for administrative
purposes. Systems which are frequently down are in
general maintained by service users who switch on
their device on service need. Based on these assump-
tions we distinguish four agent system types:

� Type A systems are connected to a highly reliable
wired network to the agent world and are rarely
down. These systems are maintained by commer-
cial users and service providers.

� Type B systems are connected to reliable wired
networks but they are frequently down. Type B
systems are used by service users who use these
systems just on demand.

� Type C systems are connected to wireless access
networks. Type C agent systems are highly reliable
and rarely down.

� Type D systems are connected to wireless access
networks and are frequently down. These systems
are for example used by subscriber of cellular mo-
bile networks such as GSM. Thus, agent transmis-
sion is currently barely possible without building
up a dedicated traÆc channel, which is not always
feasible.

In �gure 1 di�erent agent system types and their
relationship to each other are depicted. We assume
that type A systems form the core agent world and
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are connected through reliable high speed links or
attached by LANs and reserved dial-in connections.

2.2 Agent system concepts

We distinguish two agent system concepts for discon-
nected operation support. The distinction is related
to the level of agent migration. The �rst agent sys-
tem concept which we address allows mobile agents
to migrate to every agent system in the agent world.
Thus, we call this concepts in the remainder of this
paper unrestricted migration concept. Unrestricted
migration causes problems in respect of type C and
D agent systems. It is questionable whether it is use-
ful to allow mobile agents to migrate to type C, D
agent system: First of all it is not certain whether a
mobile agent gets the chance to leave a type D mobile
agent system once it has arrived there. Second most
of the type D mobile agent systems reside on mobile
devices with limited resources. Hence, agent system
owners might prohibit mobile agents to access their
scarce resources. This situation leads to a restrictive
migration concepts where mobile agents can migrate
only to type C, D agent systems to return results, or
are not allowed to migrate to type C, D agent systems
at all. In this paper we focus on the unrestricted mi-
gration concept. There are three reasons which lead
to this decision:

� First of all we expect that the resources of mobile
devices will be suÆcient in the near future.

� Apart from agent systems residing on PDA's also
systems residing on notebooks which have a wire-
less Internet access belong to the type D agent sys-
tem class. These devices have enough resources to
maintain an agent system and allow unrestricted
migration.

� Restrictive migration is a special case of unrestric-
tive migration. Therefore, if problems are solved
for unrestrictive migration problems of restricted
migration are solved, too.

3 The impact of terminal mo-

bility on mobile agent migra-

tion

Terminal mobility addresses the issue that users
roaming around globe with mobile terminals while
making use of communication services. In an agent
world consisting of type A and B agent systems the
likelihood of disconnection or shutdowns of agent sys-
tems is quite low. Currently most MATs are ad-
dressed to this scenario [CAM00], [LPP99], [Obj00],
[IKV99], [IBM00], [IPV00]. Since these events are
rare, there are no special mechanism to handle them.
Only network errors are considered in these agent sys-
tem technologies and thus most of them utilise a two-
phase commit protocol to ensure an error-free agent
migration. Type C and D agent systems introduce



a new level of uncertainty to an agent world. This
means that it is uncertain whether a migration can
be completed or an agent systems which is connected
to the agent world now will not disappear in future.
Note that a type D agent system can shut-down while
disconnected and thus has no possibilities to publish
its shut-down to the agent world.

This uncertainty inuences not only the agent sys-
tem management, but also agent programmers, mo-
bile agent users and type B, C, D agent system own-
ers.

3.1 Agent programmers requirements

Agent programmer have to consider that a migration
might fails due to a temporary disconnect of the des-
tination system, or the destination system is down,
or does not exist. If the agent system indicates a mi-
gration failure reason to mobile agents then they can
decide how to handle the situation best. Obviously,
there are two alternatives to handle migration failure:
First the agent can decide to wait until the destina-
tion agent system is available again and second the
agent can decide not to migrate to the destination
but do something else. To wait until the destina-
tion system is available is not the best solution in
all cases: Waiting for an agent system getting avail-
able again which does not exist is useless while wait-
ing for an agent system which is temporary unavail-
able for a certain time might sometimes be useful.
Not to wait until the destination is available again
is also not the best solution in any case: If the des-
tination agent system is disconnected for some sec-
onds due to interference then the mobile agent should
wait for a certain amount of time. It follows that an
agent system which supports disconnected operations
should indicate the agent the migration failure rea-
son which can be disconnect, down, or not existing.
Surely, these failure reasons are also uncertain, a dis-
connected agent system can be down, but it helps
the agent programmer to handle migration failures.
Thus, we de�ne our �rst requirement of an agent sys-
tem technology supporting disconnected operations:

Requirement 1

(Migration failure reason indication)
On migration failure the agent system must indicate
the mobile agent whether the reason of the migration
failure is that the destination is disconnected, down,
or does not exist.

As mentioned above depending on the failure rea-
son there are two alternatives to handle the migra-
tion failure: waiting and other actions. Since it de-
pends on the agents task which alternative to choose
agent systems should always indicate the reason to
the agent and let it up to the agent and its program-
mer respectively to decide what the agent should do.
Thus, an agent system supporting disconnected op-
erations should allow the agent to take individual ac-
tions on migration failure. This leads to our second
requirement:

Requirement 2

(Individual migration failure handling)
The agent system allows the agent to take individual
actions on migration failure.

Another important point is that the agent system
technology should support agent waiting for each sys-
tem. We discuss this point in section 3.4 agent sys-
tem management requirements since waiting agents
inuence the agent systems resource and connection
management.
Apart from failure reason indication and individ-

ual migration failure handling the agent system can
support the agent programmer by indicating the des-
tination systems type. That means that the agent
system should provide a mechanism which allows the
mobile agent to check the system type of any agent
system any time. Agent system indication would al-
low agents to prevent migration to the critical type
C, or D agent systems. By simply checking whether
the destination system is a type C, or D system in ad-
vance of a migration the agent can prevent migrating
to these systems and take alternative actions.

Requirement 3

(Agent system type indication)
The agent system provides a mechanism indicating
the agent system type to mobile agents.



Agent system type indication allows mobile agent
to prevent migration to type C, or D agent systems
but preventing type C, or D agent systems is not a
solution in general. If an agent cannot prevent mi-
grating to type C, or D agent system then the agent
should know in advance of migration whether the mi-
gration is expected to be successful in a given time
limit. This information would help the agent select-
ing between alternative type C, or D agent systems,
or the agent could adapt to network conditions by
reducing its data-base and data structure. Since net-
work conditions change frequently it is not possible
to make precise predictions. Therefore, it might hap-
pen that a mobile agent decides to migrate to a type
C, or D agent system assuming appropriate network
conditions, but while being in transfer the network
conditions are getting worse. If the agent would have
known the network conditions in advance it would not
have decided to migrate, but while being in transfer
and being inactive the agent has no choice but wait-
ing until the transfer completes. A solution to this
problem would be that the agent could specify trans-
fer requirements to the agent system. If the agent
systems detects that the speci�ed requirements can-
not be met then the agent transfer is aborted and a
message is sent to the agent indicating the migration
failure.

We summerise these observations in the following
requirement:

Requirement 4

(Network sensitive migration)
An agent can ask the agent system for the expected
transfer times in advance of migration. To compen-
sate frequently changing network performance agents
can specify a requirement set in advance of migration.
If the agent system detects that the requirements can-
not be met then the agent system aborts the transfer
and indicates the migration failure reason to the mo-
bile agent.

The requirements outlined above allow the agent
programmer to take individual actions for each mi-
gration of a mobile agent. But for some agents this
freedom is not necessary and therefore agent pro-
grammers would like to use default handlers or de-

fault policies. A default handler could handle each
migration exception. If a migration exception occurs
the default handler is called which examines the fail-
ure reason and performs actions depending on the
failure reason. A default migration policy could be,
for example, that the agent should never migrate to
a type D agent system, or is only allowed to migrate
to a type D agent system if the agent has reached a
pre-de�ned state, or an agent is only allowed to com-
municate via RPC calls with an type D agent system.
Default handler and policy de�nition are not neces-
sary requirements, because with the requirements set
described above each agent programmer could imple-
ment these features himself.

Requirement 5

(Default handler and migration policy)
The agent system supports the de�nition of a default
handler to handle migration failures and allows de�n-
ing migration policies and rules.

3.2 Agent owner requirements

An agent owner launches his agents to perform a task
and expects them back after a certain period with
results. Annoying for mobile agent owners are mo-
bile agents which are lost somewhere in the agent
world. Disconnected operations add another danger
for mobile agent loss: Suppose an agent successfully
migrates to a type D agent system. After perform-
ing its task the agent wants to migrate to another
agent system, but in the meantime the agent system
is disconnected due to interferences. Since the agent
has no alternatives it decides to wait until the agent
system connects to the agent world again. While the
agent waits the agent system shuts down. The agent
is trapped on the agent system. Agent system type
indication allows preventing agent trapping by avoid-
ing migration to type D agent systems, but in some
cases avoiding migration to type D agent systems is
not an appropriate solution. Instead there should be
a mechanism which starts an agent copy if an agent
is trapped. Thus, the agent owner requires that the
agent systems support mechanisms handling agent
trapping.



Requirement 6

(Trapped agent handling)
The agent systems provides a mechanism to re-start
a copy of a trapped mobile agent and makes sure that
there is only one instance of a mobile agent. Hence, a
management entity is needed, which tracks each mo-
bile agent migrating to a type D agent system and re-
starts a copy if the agent is trapped (decision based
on watch dog messages or time outs).

Since the mechanism must make sure that there is
just one instance of a mobile agent the question arises
what happens to trapped mobile agents which are re-
leased again. A simple solution would be that the
mechanism makes sure that these agents are killed.
This simple solution has the disadvantage that the
information which has been processed on the trap-
ping agent system is lost. Another solution could be
that the formerly trapped agent provides information
to its current copy before being killed.

3.3 Agent system owners require-

ments

We assume that an agent system is used to inter-
act and communicate with agents within its domain.
Thus, the agent system provides services and infor-
mation to the agent world which should be always
available to represent the owners interests. A mobile
user running a type C, or D agent system on a mobile
device is not always connected to the agent world and
therefore these services and information are not con-
stantly available. To guarantee that this information
is always available a mobile user could hire resources
on a type A agent system which holds these services
and information and synchronises them with the data
on the mobile device.
If a mobile agent wants to communicate with or mi-

grate to an type C, or D agent system and communi-
cation or migration fails because the agent system is
disconnected then the agent systems user wants that
the mobile agent gets a re-routing information to the
proxy agent system which holds the synchronised in-
formation. Thus, we de�ne our seventh requirement:

Requirement 7

(Proxy agent system support)

The agent system technology allows de�nition of a
proxy agent system and provides proxy agent system
routing information if migration or communication
fails.

The advantage of mobile agent systems in respect
of disconnected operations is that mobile agents per-
form their task autonomously. This allows the mo-
bile device to disconnect and save connection costs.
To gain from autonomous agent operations and save
connection cost the agent system owner requires that
mobile agent systems disconnect if the wireless access
channel is not used.

Requirement 8

(Connection on demand)
Type C and D agent systems should disconnect if the
mobile access is not needed.

Note, that agent system which use GPRS/UMTS
packet-oriented access technologies have not monitor
the link since the problem is already solved by the
system.
Talking about agent system owners requirements

we must also take core network providers require-
ments into account. Core network providers pro-
vide disconnected mobile agent management facili-
ties to the agent world like the agent waiting support
discussed in the next section. These management
facilities consume core network providers resources.
Therefore, core network providers need accounting
mechanisms for the o�ered management facilities.
Furthermore, there is a need for policies which al-
low the core network provider to block mobile agents
if the core network and its management facilities are
overloaded. Accounting and system overload avoid-
ance are no special disconnected mobile agent man-
agement requirements. Therefore, we do not add this
requirement to our requirement list, but nevertheless
we must take it into account when developing man-
agement concepts.

3.4 Agent system requirements

Agent system requirements addresses the scalability
of the agent system in respect of disconnected opera-
tions. In section 3.1 we outlined that an mobile agent



might decide to wait for a temporary disconnected
agent system. If this waiting is a busy waiting then
the agent consumes agent system resources. Since
the time until the destination agent system is avail-
able again has no upper limit, agent systems are in
danger of getting blocked by waiting mobile agents.
Thus, the agent system should provide a mechanism
which allows suspending agents while the destination
agent system is disconnected. This would allow the
agent system to store waiting agents persistently and
free up memory and processing resources. To guar-
antee scalability the agent system should be able to
move waiting agents to other agent systems if a cer-
tain number of waiting mobile agent is reached. The
agent system should also limit the waiting time of mo-
bile agents to an upper limit to prevent that agents
wait the entire life time of the agent world. If there
is no upper limit then the agent world is in danger of
being blocked by entirely waiting mobile agents.

In some cases users require that agents either re-
turn results within a prede�ned time or send a status
reports. Thus, it is required that mobile agents also
can de�ne a maximum waiting time themself.

Requirement 9

(Agent waiting support)
The agent system should provide an agent suspension
and wake-up mechanism for mobile agents which wait
for a type C or D agent system to connect to the agent
world. Furthermore, it is required that the mecha-
nism:

� wakes the agent if the destination agent system
connects

� restricts the maximum waiting time of a mobile
agent to an upper limit

� allows the agent to specify a maximum waiting time
itself

Since type C and D agent systems are prone to
frequent disconnections, mobile agent which migrates
from a type C, D agent system to another type C, D
system have a high probability of migration failure.
Therefore, it is required that a mobile agent which

migrates from one type C, or D agent system to an-
other one transparently migrates to an intermediate
type A agent system.

Requirement 10

(Disconnected migration support)
If an type C, or D agent system detects that a mobile
agent migrates to another type C, or D agent system
then the agent system transparently starts migration
via an intermediate type A agent system to enhance
the probability of a successful migration.

4 The impact of personal mo-

bility on mobile agent migra-

tion

Personal mobility allows a user to access communica-
tion services through di�erent devices, e.g., at home,
at oÆce, mobile phone, notebook, PDA. This means
that the user has several di�erent access points. Com-
munication directed to the user should be presented
to him at the device he is currently using. Two as-
pects related to personal mobility are number mobil-
ity and service mobility. Number portability allows
a user to originate and receive data and calls at any
location by using the same destination number. The
success of the 2nd generation mobile communication
standard GSM relies, among other things, on the pos-
sibility to roam between networks and thus between
countries by using a single subscription. This means
that subscribers are reachable using a single num-
ber and receive a single bill from their home service
provider. Service mobility allows a user to access
his personal service portfolio independent of the end-
device he uses.

Personal mobility like terminal mobility has a se-
vere impact on mobile agent systems. An end user
starting a mobile agent expects that the agent returns
its results to the user wherever he is and whatever de-
vice he uses at the time. Thus, mobile agents need
the routing information of the agent system where the
user is currently logged in. But the routing informa-
tion is not suÆcient for handling personal mobility:
It is senseless if a mobile agent migrates to an agent



system to return its results which o�ers no service
to process them. Consider, for example, that some
device are not capable to meet the resource require-
ments of some services, or services are not available
on all devices due to licensing policies. Thus, a mobile
agent should check in advance whether the agent sys-
tem where the user is currently logged in can utilise
the results.
A mobile agent migrating to an agent system which

cannot utilise the agent's result data fails, but a mo-
bile agent migrating to an agent system which can-
not handle its resource requirements can even cause
agent system failure. If the agent system cannot meet
the resource requirements of the mobile agent then
the agent fails. But, in case of a Java-base agent
system, if the memory requirements of the mobile
agent exceed the memory resources of the agent sys-
tem then the agent system fails too. This problem
can be solved by a resource negotiation between the
mobile agent and the agent system in advance of mi-
gration [KRL+99]. The agent sends a resource re-
quest to the agent system and the latter responds
with a resource accept message. The agent migrates
if the resource requirements of the mobile agent are
satis�ed. Resource negotiation requires also that an
agent system constantly keeps track of the negotiated
resource restrictions.
Based on these observations we identify three agent

system requirements:

Requirement 11

(User-routing)
The agent system should provide a mechanism to
identify the users current agent system.

Requirement 12

(Service associated user-routing)
A service associated routing mechanism is an en-
hancement of the user-routing mechanism. The
mechanism indicates whether a speci�c service is cur-
rently available at the users current agent system.

Requirement 13

(Resource negotiation)
In advance of each migration the agent must negotiate
with the destination agent system whether the latter

can meet the agents resource requirements. Further-
more, it must constantly check the negotiated resource
restrictions.

5 Requirements of a user

friendly information soci-

ety

Apart from more technical requirements we must also
address the user's need for information selection. In
a user friendly information society subscribers should
have the opportunity to access information every
time and everywhere. We expect that the user does
not want to receive each information any time. One
can imagine a user who starts several agents dur-
ing his oÆce hours which �nish their task during his
spare time. Now, if the user starts an agent system
during his spare time the agents try to return to the
current agent system. But during his spare time the
user just wants to receive very important agents or
agents related to his spare time activities; any other
agent should return its results during the users oÆce
hours. On the other hand, the user does not want
or even is not allowed to receive agents which are
related to his spare time activities during his oÆce
hours. Thus, we assume that an agent system which
supports user mobility should provide selective agent
blocking. Selective agent blocking is tightly associ-
ated with user-routing because an agent returning
its results uses user-routing to �nd the users current
agent system and must check afterwards whether the
user allows migration. Thus, we do not call this re-
quirement selective agent blocking but selective user
routing.

Requirement 14

(Selective user-routing)
Selective user-routing is an enhancement of the user-
routing mechanism. Selective user routing allows the
user to block or re-route mobile agents migrating to
his current agent system.



6 Conclusions

Mobile agents might pave the ground for future com-
munication concepts. Focusing on the unrestricted
migration concept and investigating the impact of
terminal and personal mobility on agent migration
we derived 14 requirements for building agent-based
systems with respect to management of disconnected
mobile agents in mobile communication systems. Be-
side the global need of solutions for disconnected op-
erations, we motivated these requirements with the
help of a service scenario, in which we distinguish be-
tween four agent system types with di�erent classes
of physical network connection (wired/wireless) and
network reliability.

Current cellular mobile communication networks
su�er under the limited bandwidth and high commu-
nication costs. Future systems will o�er more band-
width, but resources will still be restricted and com-
pared to �xed networks additional e�orts are nec-
essary for a guarenteed quality of service. Thus,
these systems should only be used for data trans-
port to the �xed backbone communication systems,
if the communication is really needed. This im-
plies that disconnected operations have to be seri-
ously taken into account for mobile telecommunica-
tions systems. However, non of todays agent tech-
nologies meet all of our requirements. In this paper
we have outlined the most important requirements for
a future, agent-based mobile telecommunication in-
frastructure. Moreover, these requirements have been
classi�ed to the aspects of terminal and personal mo-
bility, as well as of a user friendly information society.
For a suitable mobile agent system for cellular mobile
systems a management concept, which meet all these
di�erent requirements for disconnected operations, is
currently under development by the authors.
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